Basics of Probability  
1. Random Experiment or Random Phenomenom. An experiment we will do (flip a coin, roll a die) or something that will happen (the temperature at 9pm tonight) for which we know what the possible outcomes  are but we don’t know exactly which one is going to happen. 

2. Sample Space is the set of possible outcomes of a random experiment.
Examples:  a) Experiment : flip a coin     Sample space    S={ head, tail }

                  b) Temperature tonight at 9 pm           Sample space    S =(30F, 70F)

3. Event is a subset of the sample space. It can have no outcome at all, some outcomes , all the outcomes. For example: Roll a die   S={1,2,3,4,5,6}

I can define several events over that sample space. Examples :
A:the outcome is an odd number    A={1,3,5}

B: the outcome is greater than 4   B={5,6}

In the temperature problem , example of an event could be :
E: the temperature will be in the 40’s                   E=(40F , 49.9999 F)

We call disjoint events (or mutually exclusive events) to two events that do not have any outcome in common. 
We would like to be able to assign a probability to each possible event 

4. What is Probability? 
Historically there have been several definitions of probability from simple to theoretical

a) Favorable outcomes/ total possible outcomes   . we can still apply it when 
we have a finite number of outcomes and all outcomes are equally likely.

· What is the probability of getting a six when we roll a fair die?  
· What is the probability of getting an even # when we roll a fair die?
b) Probability as long-run relative frequency 
Read the stories at the bottom of page 225 (Example 9.3 ) in your book 

Now (virtually ) toss a coin 20 times by going to 

http://www.random.org/cgi-bin/randflip?cur=novelty.voting.2004
keep track of the times you got each result. What is the relative frequency of each outcome in your experiments

If you continue tossing and tossing the coin, if the coin is fair, you would expect that the relative frequency that you get would be very close to ½ . That is called the “law of large numbers”   long run means virtually never stopping  
The problem with the definition of frequency in the long run is that there are phenomena that can not be simply repeated over and over, they occur only once in time.
c) Axiomatic definition of probability  (see probability rules ) on page 231

Probability is a number between 0 and 1 

The probability of the sample space is 1

The probability that something does not happen is  1 –Probability that it happens

If two events  A and B are disjoint , the probability that either one happens is the sum of the two probabilities.

Those  axioms or principles give origin to other properties of probabilities. 
d) Subjective or personal probability (‘gut feeling based experience, knowledge etc.’)

Personal probability of an outcome is a number between 0 and 1 that expresses an individual’s judgment of how likely the outcome is (Page 240)
Formal definition of probability (axiomatic definition of probability)
Solve problem 9.7  page 228

             5) Introducing the notion of random variable  
Think of the following random experiment: We toss two dice (one green and one red) , we write down the result of each one. 

What is the sample space?  S{(1,1),(1.,2)…..((6,6)} How many elements are in the sample space? 36

Maybe I am not interested in exactly which is the outcome that occurs, maybe I am interested only in certain aspect of the outcome, like ‘what is the difference between the two values’  or ‘what is the sum of the two values?’. In that case we define a random variable, a variable which value depends on the outcome of a random experiment. Below you see the list of possible outcomes and the values the two random variables (X and Z) take for each outcome

	        green  red  x=sum  z=difference

   1      1       1      2             0

   2      1       2      3             1

   3      1       3      4             2

   4      1       4      5             3

   5      1       5      6             4

   6      1       6      7             5

   7      2       1      3             1

   8      2       2      4             0

   9      2       3      5             1

  10      2       4      6             2

  11      2       5      7             3

  12      2       6      8             4

  13      3       1      4             2

  14      3       2      5             1

  15      3       3      6             0

  16      3       4      7             1

  17      3       5      8             2

  18      3       6      9             3


	       first  second  x=sum  z=difference

  19      4       1      5             3

  20      4       2      6             2

  21      4       3      7             1

  22      4       4      8             0

  23      4       5      9             1

  24      4       6     10             2

  25      5       1      6             4

  26      5       2      7             3

  27      5       3      8             2

  28      5       4      9             1

  29      5       5     10             0

  30      5       6     11             1

  31      6       1      7             5

  32      6       2      8             4

  33      6       3      9             3

  34      6       4     10             2

  35      6       5     11             1

  36      6       6     12             0




The probability of each outcome is 1/36, now count in how many of those outcomes the sum of the two results is 2, 3,4,……

Then we can summarize list the values that the variable X (or the variable Z or any other variable defined over the sample space), and write the probability of each value. So, we come up with a table that describes the distribution of the random variable (the values of the variable and the probability of each value)

	X
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	P(x)
	1/36
	2/36
	3/36
	4/36
	5/36
	6/36
	5/36
	4/36
	3/36
	2/36
	1/36
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In the same way, we could think of the distribution of the variable Z : absolute value of the difference of the two results

	Z

0

1

2

3

4

5

P(z)

6/36

10/36

8/36

6/36

4/36

2/36

Probability distributions, same as the frequency distributions we learned before, can be symmetric or skewed. 
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2. Mean or ‘expected value’  of a random variable. 

Think that we continue rolling the two dice for ever and ever, what would be the mean (average) value of the sum of the two dice in the very long run? 
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= 2*1/36+3*2/36+4*3/36+5*4/36+6*5/36+7*6/36+8*5/36+9*4/36+10*3/36+11*2/36+12*1/36=7
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	1/36
	2/36
	3/36
	4/36
	5/36
	6/36
	5/36
	4/36
	3/36
	2/36
	1/36


So if we repeat the random experiment of tossing two dice, in the very long run, the average value of the sum of the values in the two dice would be 7. 

Note.- Not only the mean or expected value of a variable can be calculated, also the variance Var(X) could be calculated . An easy way of calculating the variance is :

Var(X)=E(X2)- [E(X)]2  

In the example:
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